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The model: single-type process

Definition
The process (Xp) o is @ (single-type) Galton—Watson process if

Xn—1
Xn= énk,
k=1

where (&5, x)n ken cOnsists of i.i.d. nonnegative, integer valued random
variables, namely the offspring variables of an individual;

v

We can suppose Xy = 1, since starting from any initial value k > 1 the
resulting Galton—Watson process is just the sum of k independent
Galton—Watson processes each starting from 1.
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Extinction

Let m¢ := E(&; 1) denote the offspring mean. We can distinguish 3
cases based on the value of m;:

@ If m¢ < 1, the the process is subcritical

@ If m¢ = 1, the the process is critical

@ If m¢ > 1, the the process is supercritical

The extinction theorem

Let (Xh)nen be a Galton—Watson process. If the process is subcritical
or critical and P(&4 1 = 1) < 1, then extinction happens almost surely,
that is

PEneN, X, =0)=1.

If the process is supercritical, then

PEneN,X,=0) < 1.
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The model: introducing immigration

The process (Xn) o is @ (single-type) Galton—Watson process with
immigration if
Xn71
Xn = Z §n,k + €n,
k=1
where
@ (&n.x)nken consists of i.i.d. nonnegative, integer valued random
variables, namely the offspring variables of an individual,
@ (en)nen are i.i.d. nonnegative, integer valued random variables,
namely the immigration variables;
@ the offspring and immigration variables are independent from
each other.

For the sake of simplicity, we suppose X, = 0.
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The parameters

We retain the notation for m¢ and the classification based on its value.
Let m. := E(e1) denote the immigration mean, while let

Ce:=Var(&r1),  Ce:=Var(eq)
denote the offspring and immigration variances respectively.
Our aim is to estimate the value of m;, based on the sample
X1, Xo, ..., Xn

while we suppose to know the values of m., C¢, C..
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Estimation: condtional least squares method

We use the conditional least squres method to obtain an estimate.
Introduce the martingale differences

My = Xic — E(Xk|Xik—1) = Xic = M X1 — M.
If we minimize the sum ,
> IM[?
k=1

with respect to m; we get the so called conditional least squares

estimate
n n -1
ﬁ"l& = Z(Xk — mE)Xk_1 (Z XE_1> .
k=1 k=1

We want to describe the asymptotic properties of the estimator in the
critical case.
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Previously known results

The following is a functional limit theorem for single-type critical
Galton—Watson processes.

Theorem (Wei, Winnicki 1989)
Suppose (Xn)nen is a Galton-Watson process with immigration, that is

critical, hence m: =1, and Xo = 0, m. # 0, E(6§ ) < oo, E(¢9) < oo.
Then

xM 2y x  as n— oo,

where Xt(”) = n*1XL,,U, t > 0 and X is the unique strong solution of
the stochastic differential equation

dX; = m.dt + CgXt+th, Xp =0,

where (Wh)t>o is a standard Wiener process.
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Previously known results

Theorem (Wei, Winnicki 1989)
Suppose (Xn)nen is @ Galton-Watson process with immigration, that is
critical, hence m: =1, and Xo = 0, m. # 0, E(£5 ) < oo, E(¢9) < o0.
Then

1
o, Jo A7 d(X - met)

n(me — 1
(5 ) f(;?f'l?dt

as n — oo.

where Xt(”) = n—1XL,,”, t > 0 and X is the unique strong solution of
the stochastic differential equation

dX; = m.dt +/Ce X dWy, X =0,

where(W)>o is a standard Wiener process.
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The model

The process (Xp) o is @ 2-type Galton—Watson process with
immigration if
n 1,1 n 1,2

Xn = Z fnk1 + Z fnk2‘|‘5n7

where

@ (&nk,i)nken consists of i.i.d. nonnegative, integer valued random
vectors for i = 1,2, namely the offspring vectors of a type i
individual;

@ (en)nen are i.i.d. nonnegative, integer valued random vectors,
namely the immigration vectors;

@ the offspring and immigration vectors are independent from each
other.

For the sake of simplicity, we suppose Xy = 0.
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Parameters

Let

me = [E(&11,1) E(&112)] = [: ?] ) me = E(e1),

denote the offspring mean matrix and the immigration mean vector,
and

Ci = Var(&1.1,), C. := Var(e1)
denote the offspring variances and the immigration variance.
We distinguish 3 cases based on o, the spectral radius of m.
@ If o < 1, then the process is subcritical.
@ If o = 1, then the process is critical.
@ If o > 1, then the process is supercritical.

If we assume criticality, the the eigenvalues of m¢ are 1 and oo + 6 — 1.
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Eigenvectors of m;

Let
1 1-06 1
Weft ' = —— P y  Uright '= 5——F—— B
2—a-6[f+1-a B+l—a|l-a
and
. 1 -(1-a) . 1 —(B+1-a)
Vet =379 5 |7 T oI | 414

denote left and right eigenvectors of the eigenvalues 1 and o + 6 — 1
respectively.
Then the powers of the matrix m: behaves the following way

k T k T
mg = Urightuleft + (O[ =+ 5 — 1) Vrightvleft, k c N
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A limit theorem for the process

Let
~BC+(1-a)C

Ce = 511 o

Theorem (Ispany & Pap 2012)

Let (Xn)nen be a critical, 2-type Galton-Watson process with
immigration. Suppose Xy = 0, m. # 0, and E(||¢1.14]1?) < oo,
E(|le1]|?) < oo. Then

-~ D
(n 1XL”’J)tZO — (yl‘uright)tzo as n — oo,

where ) is the unique strong solution of the SDE

AVt = (Uiet, M=) at + \/(Cfulefta Uer) YV dWr, Vo =0,

and (W)t is a standard Wiener process.
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CLS estimator

Introduce the following martingale differences
My = Xi — E(Xk|Xk—1) = Xk — me X1 — me.
If we minimize the sum

n
> IMkl?
k=1

with respect to m; we get the so called conditional least squares
estimate

n n —1
M=) (X — m)Xy_y (Z Xk1XkT_1> = BpA; .

k=1 k=1
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Alternative form for the estimate

By the continous mapping theorem
1 D 1
n_SAn = /0 n_le_nijljll;sj dS — /O yg dS U]eftull—ft.

Since uleftulzﬁ is singular we have to find another form for handling our
estimate.

Expressing the inverse of A, with it's adjugate matrix before finding the
limit helps
ﬁ'l - Bn adJ(An)
€7 T det(A))
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Rewriting the process in terms of eigenvectors

Define
Uk == (Ueti, Xk), Vi = (M, Xk)-
Then
Xk = Uk Uright + Vi Viight
Uk = Uk—1 + (Uieti, M) + (Urefe, Me),
Vi = (a4 0 = 1) Vi g + (Viefe, M) + (Vietr, Me).

Using the continous mapping theorem yields

n 1 1
D ST R PRy (s
k=1

n 1
() Z Vi, N /0 (Vieft, ViUrigne)* dt = 0.
k=1
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Rewriting det(A,) in terms of eigenvectors

Using the variables Uy and Vi we can express det(A,) in the following
way

2
det(An) = ZXk 1 1ZXE 12— <ZXK 1,1 Xk— 12)
2
= Z Ug Z VE - (Z Uk—1 Vk—1> :
k=1 k=1 k=1

We need to determine the asymptotics of

n n
Z VE ., Z Uk—1 Vk—1.
k=1 k=1
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A limit theorem for the estimator

Theorem (Kérmendi & Pap 2014)

Let (Xn)nen be a critical, 2-type Galton-Watson process with
immigration. Suppose Xo = 0, m. # 0, and E(||¢11 /) < oo,
E(|le1]|%) < 00. If (C¢Vett, Vierr) > 0, then

1 1/2 x5 ., T
o~ ViC.'= dWry,
\/ﬁ(mg—mg)g\/‘l—(a-}-é_‘])Z fo t~¢ t1left
<C§ Vleft, Vleft>1/2 fo yt dt
as n — oo, where Y is the unique strong solution of the SDE

AVt = (Uiett, m:)at + \/(Cguleft, Uer) Vi dWr, Vo =0,

and (VNVt)tZO is a 2-dimensional Wiener process independent from W.

v
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A limit theorem for the estimator

Since the estimator for m; is weakly consistent we can define an
estimator for the criticality parameter o as well.

Theorem (Kérmendi & Pap 2014)

Let (Xn)nen be a critical, 2-type Galton-Watson process with
immigration. Suppose Xo = 0, m. # 0, and E(||¢1.1 /) < oo,
E(|le1]1B) < oo. If (C¢ Ve, Vierr) > 0, then

n(@\_ 1) 3) f(; ytd(yt - t<ulefta me>)
Jo VE e

as n — oo.
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Possible generalizations

@ Continous time branching processes.

We are working on this, but only have results with heavy
restrictions on the structure of the equivalent of m.

@ Increasing the number of types to general d-type GWI processes.
If d > 2 then we don’t have a natural estimator for the criticality

parameter o, eigenvalues with multiplicity greater than 1 may
cause problems.
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