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The Goal 

1) Predicting wanted firm information based on 
past observations - financial ratios and 
macroeconomic variables. 

2) A model who can predict current parameter 
not only for an individual firm but for a group 
of similar ones. 



Why this goal is valuable? 

“Wanted firm information”  : 

  ROA – return on assets 

  ROC – return on capital 

  Leverage – the ratio between the depth and 
equity  

  Others 

 

Usable by economists, shareholders, managers, 
employees, banks and even the government. 

 



The Current Project 

Gas suppling sector in Bulgaria: 
1)  28 licensed private firms; 
2) 2 firms are inactive; 
3) 13 have poor financial statements(small firms) 
4) Others have just started their activity 
 
Result: Only 5 firms are observed for a period of 4 
years. These firms are with similar accounting 
politics and are licensed to supply with gas around 
45% of the population in Bulgaria. 

 



What to predict? 

• ROA: 

 

𝑅𝑂𝐴 =
𝑛𝑒𝑡 𝑖𝑛𝑐𝑜𝑚𝑒 + 90% ∗ 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑠

𝐴𝑙𝑙 𝑎𝑠𝑠𝑒𝑡𝑠
 

 

• Financial leverage(FL): 

 

𝐹𝐿 =
𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠 − 𝑐𝑎𝑠ℎ

𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠 − 𝑐𝑎𝑠ℎ + 𝑒𝑞𝑢𝑖𝑡𝑦
 

 

 



Predictors 

Sources: 

• Yearly financial statements 

• Bulgarian national bank 

• National statistical institute 

Types: 

o Financial ratios 

o Macroeconomic variables 

 



Primal Difficulties 

• Examining the differences between the 
accounting politics – 2 weeks 

• Downloading, reading, converting and 
extracting information from the annual 
reports divided into 243 files – 3 weeks 

• Based on the extracted information over 90 

    financial ratios were calculated – over 1 week 



Methodology 

Multiple linear regression analysis are used for 
predicting ROA and LF. Each of the models is 
derived from the current algorithm: 

1) Choosing appropriate predictors 

2) Checking the Gauss-Markov conditions 

3) Fixing multicollinearity problems  

4) Examining for normality of the errors 

 



Difficulties 

• There are only 21 observations and over 90 
variables. Which one to choose? 

• The income of one firm depends from many 
factors so we can not expect to predict ROA 
with few predictors. In the same time there 
should be enough degrees of freedom for the 
regression. 

• How to make the regression fit so every 
condition to be satisfied? 



Choosing predictors 

Two methodologies were used: 

•  Stepwise regression (SPSS) – a combination 
between forward and backward regression based 
on F-values. This algorithm was modified by 
manually deleting the first chosen variable and 
starting it again. Than comparing the results with 
the older ones. 

• All subsets regression (r language) – a search 
between all possible regression equations out of 
a given list of variables. 



Predicting ROA 

Using all subsets regression: 

 



Predictor variables 

Macroeconomic variables: 
KSOLP –  end value of the basic interest rate given by the Bulgarian 
national bank 

Financial ratios: 

𝑹𝒏𝑷 =
𝑛𝑒𝑡 𝑖𝑛𝑐𝑜𝑚𝑒

𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠
, 

𝑰𝑨𝑫𝑴𝑨𝟐 =  
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑙𝑎𝑛𝑡𝑠 𝑎𝑛𝑑 𝑒𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 𝑖𝑛 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑓𝑖𝑥𝑒𝑑 𝑎𝑠𝑠𝑒𝑡𝑠
 , 

𝑨𝒍𝟐 =
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑐𝑎𝑠ℎ 𝑎𝑛𝑑 𝑚𝑎𝑟𝑘𝑒𝑡𝑎𝑏𝑙𝑒 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑖𝑒𝑠

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠
 , 

BVnKLY=
𝑛𝑒𝑡 𝑖𝑛𝑐𝑜𝑚𝑒

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑒𝑡 𝑤𝑜𝑟𝑘𝑖𝑛𝑔 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 + 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑓𝑖𝑥𝑒𝑑 𝑎𝑠𝑠𝑒𝑡𝑠
, 

𝑲𝑨𝑨𝟐 =
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑠𝑠𝑒𝑡𝑠

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑠𝑠𝑒𝑡𝑠
,      𝑰𝒏𝑷𝒐𝑷 =

𝑠𝑎𝑙𝑒𝑠𝑖−𝑠𝑎𝑙𝑒𝑠𝑖−1 

𝑠𝑎𝑙𝑒𝑠𝑖−1
 

 

 

 

 

 

 



Multicollinearity Problem 



Detecting Multicollinearity 

𝑹𝒋
𝟐  the value of 𝑅2 between 𝑥𝑗  and all other 

predictors from the model. 

The tolerance (TOL):    𝑇𝑂𝐿𝑗 = 1 − 𝑅𝑗
2 

Variance inflation factor (VIF):   𝑉𝐼𝐹𝑗 = 𝑇𝑂𝐿𝑗
−1 

In the ROA model VIFS are: 

 

 

 

 

 

 

 

 



Multicollinearity correction algorithm 

1) The first predictor(RnP) is taken as a dependent 
variable and a linear regression is run with the 
all others 6 predictors. 

2) RnP is replaced by the residuals from that 
regression 

3) The second predictor(IADMA2) is taken and 
again a regression is run  with the 5 left 
predictors 

4) …. 
Note: The only changeable variable during the 
regressions is the intercept. 

 



Multicollinearity correction 

Replacements: 
∎ 𝑹𝒏𝑷  𝑹𝒏𝑷 − (0.975086 ∗ 𝑰𝑨𝑫𝑴𝑨𝟐 + 0.018285 ∗ 𝑲𝑺𝑶𝑳𝑷 + 0.481844 ∗
𝑨𝑳𝟐 + 1.181413 ∗ 𝑩𝑽𝒏𝑲𝑳𝒀 +  0.714054 ∗ 𝑲𝑨𝑨𝟐 − 0.011794 ∗ 𝑰𝒏𝑷𝒐𝑷) 
 
∎ 𝑰𝑨𝑫𝑴𝑨𝟐    𝑰𝑨𝑫𝑴𝑨𝟐 − (0.025675 ∗ 𝑲𝑺𝑶𝑳𝑷 −  0.369912 ∗ 𝑨𝑳𝟐 −
 0.194863 ∗ 𝑩𝑽𝒏𝑲𝑳𝒀 + 0.681236 ∗ 𝑲𝑨𝑨𝟐 − 0.013827 ∗ 𝑰𝒏𝑷𝒐𝑷) 
 
∎ 𝑲𝑺𝑶𝑳𝑷    𝑲𝑺𝑶𝑳𝑷 − (−4.1725 ∗ 𝑨𝑳𝟐 − 39.7558 ∗ 𝑩𝑽𝒏𝑲𝑳𝒀 + 29.6410 ∗
𝑲𝑨𝑨𝟐 + 0.0217 ∗ 𝑰𝒏𝑷𝒐𝑷)  
 
∎ 𝑨𝒍𝟐    𝑨𝒍𝟐 − (0.215438 ∗ 𝑩𝑽𝒏𝑲𝑳𝒀 + 0.193447 ∗ 𝑲𝑨𝑨𝟐 − 0.007706 ∗
𝑰𝒏𝑷𝒐𝑷) 
 
∎ 𝑩𝑽𝒏𝑲𝑳𝒀    𝑩𝑽𝒏𝑲𝑳𝒀 − (−0.078142 ∗ 𝑲𝑨𝑨𝟐 +  0.005200 ∗ 𝐼𝒏𝑷𝒐𝑷 +
 0.047984) 
∎ 𝑲𝑨𝑨𝟐    𝑲𝑨𝑨𝟐 − (0.008238 ∗ 𝑰𝒏𝑷𝒐𝑷 +  0.080906) 



Results from the correction algorithm 



The model without multicollinearity 

VIFs: 



Heteroscedasticity 

Breusch-Pagan test:   Chisquare = 0.02327279,  Df = 1,  p = 0.8787498 



Normality of the error 



Linearity check 



Predicting Financial Leverage 

Using stepwise regression: 



Predictors for model 2 

Financial ratios: 

𝒁𝒂𝒅𝒍𝟐 =
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠−𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑐𝑎𝑠ℎ

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑎𝑛𝑑 𝑒𝑞𝑢𝑖𝑡𝑦 −𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑐𝑎𝑠ℎ
 , 

 

𝑾𝒛𝑮𝑵𝑺𝑶𝑫 =
𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔 𝑐𝑎𝑠ℎ 𝑓𝑙𝑜𝑤 𝑓𝑟𝑜𝑚 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠

 𝑐𝑎𝑠ℎ 𝑜𝑢𝑡𝑓𝑙𝑜𝑤 𝑓𝑟𝑜𝑚 𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠
, 

 

𝑭𝑴 =
𝑛𝑒𝑡 𝑤𝑜𝑟𝑘𝑖𝑛𝑔 𝑐𝑎𝑝𝑖𝑡𝑎𝑙

𝑒𝑞𝑢𝑖𝑡𝑦
,      𝑫𝒁𝑷 =

𝑙𝑜𝑛𝑔-𝑡𝑒𝑟𝑚 𝑑𝑒𝑏𝑡

𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠
 

 

 

 

 



Multicollinearity check for model 2 

VIFs:  



After applying the multicollinearity 
correction algorithm  

VIFs: 



Heteroscedasticity for model 2 

Breusch-Pagan test:  Chisquare = 0.2815658,  Df = 1,  p = 0.5956768  



Normality of the error for model 2 



Linearity test for model 2 



The completed models 
• ROA model: 
𝑹𝑶𝑨 = −0.6106919 ∗ 𝑹𝒆𝒔𝒊𝒅𝒖𝒂𝒍𝒔𝑹𝒏𝑷 +  0.1575532 ∗ 𝑹𝒆𝒔𝒊𝒅𝒖𝒂𝒍𝒔𝑰𝑨𝑫𝑴𝑨𝟐

+ 0.0042944 ∗ 𝑹𝒆𝒔𝒊𝒅𝒖𝒂𝒍𝒔𝑲𝑺𝑶𝑳𝑷 − 0.1437924 ∗ 𝑹𝒆𝒔𝒊𝒅𝒖𝒂𝒍𝒔𝑨𝑳𝟐

+ 0.2734652 ∗ 𝑹𝒆𝒔𝒊𝒅𝒖𝒂𝒍𝒔𝑩𝑽𝒏𝑲𝑳𝒀 + 0.1446839 ∗ 𝑹𝒆𝒔𝒊𝒅𝒖𝒂𝒔𝑲𝑨𝑨𝟐 

+ 0.0557282 

 
𝑹𝑶𝑨 = −0,6106919 ∗ 𝑹𝒏𝑷 +  0,75303 ∗ 𝑰𝑨𝑫𝑴𝑨𝟐 +  0,0114157

∗ 𝑲𝑺𝑶𝑳𝑷 +  0,226665 ∗ 𝑨𝑳𝟐 +  1,2273515 ∗ 𝑩𝑽𝒏𝑲𝑳𝒀
+  0,395315 ∗ 𝑲𝑨𝑨𝟐 − 0,0088392 ∗ 𝑰𝒏𝑷𝒐𝑷 +  0,0309 

• FL model: 
 

𝑭𝑳 = 0,77128 ∗ 𝒁𝒂𝒅𝒍𝟐 − 0,1587667 ∗ 𝑾𝒛𝑮𝑵𝑺𝑶𝑫 − 
−0,2139291 ∗ 𝑭𝑴 + 0,1079993434 ∗ 𝑫𝒁𝑷 + 0,1482290032 

 



Conclusions 

Both models are economically reasonable and can 
be used from economists, managers and other 
stakeholders for their specific purposes. Each 
coefficient and it’s sign is an important source of 
information showing how much the variable which 
is related to it is contributing for the final outcome. 
Low dispersions are achieved for each of the 
coefficients which is increasing the chance for 
reliable conclusions.  

  

 



Future research 

• A technique allowing to overcome the differences 
between the firm’s accounting politics; 

• Based on this technique much more profound 
models predicting large economic sectors and 
each of the firms in them can be made; 

• Regression models can be unbiased but in the 
same time are not consistent estimators. Is there 
a mathematical model that has both of this 
qualities? Hazard models? 
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Thank you for the attention! 

 

 

“All models are wrong but some are useful” 

George E.P. Box 


